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# Задание

1. Сравнительный анализ производительности программ, реализующих алгоритмы линейной алгебры с использованием библиотек Thrust, cuBLAS и «сырого» CUDA C кода.

# Теоретическая часть

## Технология CUDA

Это программно-аппаратная вычислительная архитектура Nvidia, основанная на расширении языка Си, которая даёт возможность организации доступа к набору инструкций графического ускорителя и управления его памятью при организации параллельных вычислений. CUDA помогает реализовывать алгоритмы, выполнимые на графических процессорах видеоускорителей Geforce восьмого поколения и старше (серии Geforce 8, Geforce 9, Geforce 200), а также Quadro и Tesla.

CUDA использует параллельную модель вычислений, когда каждый из SIMD процессоров выполняет ту же инструкцию над разными элементами данных параллельно. GPU является вычислительным устройством, сопроцессором (device) для центрального процессора (host), обладающим собственной памятью и обрабатывающим параллельно большое количество потоков. Ядром (kernel) называется функция для GPU, исполняемая потоками (аналогия из 3D графики — шейдер).

Модель программирования в CUDA предполагает группирование потоков. Потоки объединяются в блоки потоков (thread block) — одномерные или двумерные сетки потоков, взаимодействующих между собой при помощи разделяемой памяти и точек синхронизации. Программа (ядро, kernel) исполняется над сеткой (grid) блоков потоков (thread blocks). Одновременно исполняется одна сетка. Каждый блок может быть одно-, двух- или трехмерным по форме, и может состоять из 512 потоков на текущем аппаратном обеспечении.

Блоки потоков выполняются в виде небольших групп, называемых варп (warp), размер которых — 32 потока. Это минимальный объём данных, которые могут обрабатываться в мультипроцессорах. И так как это не всегда удобно, CUDA позволяет работать и с блоками, содержащими от 64 до 512 потоков.

Группировка блоков в сетки позволяет уйти от ограничений и применить ядро к большему числу потоков за один вызов. Это помогает и при масштабировании. Если у GPU недостаточно ресурсов, он будет выполнять блоки последовательно. В обратном случае, блоки могут выполняться параллельно, что важно для оптимального распределения работы на видеочипах разного уровня, начиная от мобильных и интегрированных.

Модель памяти в CUDA отличается возможностью побайтной адресации, поддержкой как gather, так и scatter. Доступно довольно большое количество регистров на каждый потоковый процессор, до 1024 штук. Доступ к ним очень быстрый, хранить в них можно 32-битные целые или числа с плавающей точкой.

СUDA имеет несколько типов памяти. Эта технология предполагает специальный подход к разработке, не совсем такой, как принят в программах для CPU. Нужно помнить о разных типах памяти, о том, что локальная и глобальная память не кэшируется и задержки при доступе к ней гораздо выше, чем у регистровой памяти, так как она физически находится в отдельных микросхемах.

## Thrust

Thrust - это библиотека параллельных алгоритмов, напоминающая библиотеку стандартных шаблонов (STL). Интерфейс высокого уровня Thrust значительно повышает производительность программистов, обеспечивая при этом переносимость производительности между графическими процессорами и многоядерными процессорами. Совместимость с установленными технологиями (такими как CUDA, TBB и OpenMP) облегчает интеграцию с существующим программным обеспечением.

## cuBLAS

Библиотека cuBLAS обеспечивает реализацию с ускорением на GPU основных подпрограмм линейной алгебры (BLAS). cuBLAS ускоряет приложения AI и HPC с помощью стандартных отраслевых API-интерфейсов BLAS, оптимизированных для графических процессоров NVIDIA. Библиотека cuBLAS содержит расширения для пакетных операций, выполнения на нескольких графических процессорах, а также выполнения смешанной и низкой точности. Используя cuBLAS, приложения автоматически получают выгоду от регулярных улучшений производительности и новых архитектур GPU. Библиотека cuBLAS включена как в [NVIDIA HPC SDK, так](https://developer.nvidia.com/hpc-sdk) и в [CUDA Toolkit](https://developer.nvidia.com/cuda-downloads).

# Ход работы

За основу был взят алгоритм SAXPY.

Результат:

Рис. 1. График производительности

На графике видно, что «сырой» CUDA работает бытрее. На втором месте cuBLAS, а самым медленным алгоритмом является SAXPY на библиотеке Thrust.

# Результат работы программы
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Рис. 2. Запуск программы и результат

# Листинг

#include <thrust/host\_vector.h>

#include <thrust/device\_vector.h>

#include <thrust/transform.h>

#include <thrust/fill.h>

#include <thrust/sequence.h>

#include <cublas\_v2.h>

#pragma comment (lib, "cublas.lib")

#include <cublas\_v2.h>

#pragma comment (lib, "cufft.lib")

#include <cufft.h>

using namespace thrust;

using namespace std;

struct saxpy\_functor

{

const float a;

saxpy\_functor(float \_a) : a(\_a) {}

\_\_host\_\_ \_\_device\_\_ float operator()(float x, float y) {

return a \* x + y;

}

};

void saxpy(float a, thrust::device\_vector<float>& x, thrust::device\_vector<float>& y){

saxpy\_functor func(a);

thrust::transform(x.begin(), x.end(), y.begin(), y.begin(), func);

}

\_\_global\_\_ void cuda\_saxpy(float \*a, float \*b, float alpha){

int j = threadIdx.x + blockIdx.x \* blockDim.x;

a[j] = j;

b[j] = 0.87;

a[j] = alpha \* a[j] + b[j];

}

\_\_host\_\_ void print\_array(float \*data1, float \*data2, int num\_elem, const char \*prefix) {

printf("\n%s", prefix);

for (int i = 0; i < num\_elem; i++)

printf("\n%2d: %2.4f %2.4f", i + 1, data1[i], data2[i]);

}

int main() {

float elapsedTime;

cudaEvent\_t start, stop;

cudaEventCreate(&start);

cudaEventCreate(&stop);

// Trust

thrust::host\_vector<float> h1(1 << 24);

thrust::host\_vector<float> h2(1 << 24);

thrust::sequence(h1.begin(), h1.end());

thrust::fill(h2.begin(), h2.end(), 0.87);

thrust::device\_vector<float> d1 = h1;

thrust::device\_vector<float> d2 = h2;

cudaEventRecord(start, 0);

saxpy(3.0, d1, d2);

cudaEventRecord(stop, 0);

cudaEventSynchronize(stop);

cudaEventElapsedTime(&elapsedTime, start, stop);

printf("Saxpy time: %g\n", elapsedTime);

printf("\n");

h2 = d2;

h1 = d1;

/\*

for (int i = 0; i < 8; i++) {

printf("%d\t%g\t%g\n", i, h1[i], h2[i]);

}

\*/

// Сырой Cuda

float \*h, \*da, \*db, alpha = 3.0F;

int threads\_per\_block = 512, N = 1 << 24;

int num\_of\_blocks = N / threads\_per\_block;

h = (float\*)calloc(N, sizeof(float));

cudaMalloc((void\*\*)&da, N \* sizeof(float));

cudaMalloc((void\*\*)&db, N \* sizeof(float));

cudaEventRecord(start, 0);

cuda\_saxpy << <dim3(num\_of\_blocks), dim3(threads\_per\_block) >> > (da, db, alpha);

cudaEventRecord(stop, 0);

cudaEventSynchronize(stop);

cudaEventElapsedTime(&elapsedTime, start, stop);

printf("\nCuda time: %g\n", elapsedTime);

cudaMemcpy(h, da, N \* sizeof(float), cudaMemcpyDeviceToHost);

/\*

for (int i = 0; i < 8; i++) {

printf("%g\n", h[i]);

}

\*/

// Cublas

const int num\_elem = 1 << 24;

const size\_t size\_in\_bytes = (num\_elem \* sizeof(float));

float \*ha, \*hb;

cudaMalloc((void\*\*)&da, size\_in\_bytes);

cudaMalloc((void\*\*)&db, size\_in\_bytes);

cudaMallocHost((void\*\*)&ha, size\_in\_bytes);

cudaMallocHost((void\*\*)&hb, size\_in\_bytes);

memset(ha, 0, size\_in\_bytes);

memset(hb, 0, size\_in\_bytes);

cublasHandle\_t cublas\_handle;

cublasCreate(&cublas\_handle);

for (int i = 0; i < num\_elem; i++) {

ha[i] = (float)i;

hb[i] = 0.87;

}

//print\_array(ha, hb, num\_elem, "Before set");

const int num\_rows = num\_elem;

const int num\_cols = 1;

const size\_t elem\_size = sizeof(float);

cublasSetMatrix(num\_rows, num\_cols, elem\_size, ha, num\_rows, da, num\_rows);

cublasSetMatrix(num\_rows, num\_cols, elem\_size, hb, num\_rows, db, num\_rows);

const int stride = 1;

alpha = 3.0F;

cudaEventRecord(start, 0);

cublasSaxpy(cublas\_handle, num\_elem, &alpha, da, stride, db, stride);

cudaEventRecord(stop, 0);

cudaEventSynchronize(stop);

cublasGetMatrix(num\_rows, num\_cols, elem\_size, da, num\_rows, ha, num\_rows);

cublasGetMatrix(num\_rows, num\_cols, elem\_size, db, num\_rows, hb, num\_rows);

const int default\_stream = 0;

cudaStreamSynchronize(default\_stream);

cudaEventElapsedTime(&elapsedTime, start, stop);

printf("Cublas time: %g\n", elapsedTime);

printf("\n");

//print\_array(ha, hb, num\_elem, "After set");

cublasDestroy(cublas\_handle);

cudaEventDestroy(start);

cudaEventDestroy(stop);

cudaFreeHost(ha);

cudaFreeHost(hb);

cudaFree(da);

cudaFree(db);

free(h);

return 0;

}